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Abstract—In an era where fast-paced routines, high stress, 

and unhealthy habits have become the norm, modern 

society is facing a surge in health problems such as high 

blood pressure, diabetes, poor sleep, and chronic stress. 

These lifestyle-related conditions often go unnoticed until 

they become severe, making early detection and preventive 

care more critical than ever. This project addresses that 

urgent need by leveraging advanced AI-powered deep 

learning models, specifically RNN and LSTM, to analyze 

commonly available health metrics—such as stress levels, 

blood pressure, glucose, cholesterol, and sleep duration—

and accurately predict whether an individual is at high or 

low health risk. It empowers users to monitor their well-

being regularly without relying on constant medical 

supervision, while also supporting healthcare professionals 

in identifying high-risk individuals who require timely 

attention. By shifting the focus from reactive treatments to 

proactive health management, the system promotes 

healthier lifestyles. 

This study presents a deep learning-based health risk 

prediction model using Bidirectional Recurrent Neural 

Networks (RNN) and Long Short-Term Memory (LSTM) 

networks to analyze regular health factors. The model 

focuses on early identification of individuals at risk by 

processing commonly available health attributes such as 

stress levels, blood pressure, glucose levels, cholesterol 

levels, sleep duration, activity level, heart rate, and sex. A 

structured data pipeline was followed, beginning with an 

8-feature dataset of 982 records. Standardization and 

reshaping techniques were applied to prepare the data for 

sequential deep learning models. 

Unlike traditional machine learning approaches, this 

model utilizes the temporal learning capabilities of RNN 

and LSTM architectures to capture intricate, non-linear 

relationships between health parameters. Bidirectional 

layers further enhance accuracy by analyzing patterns in 

both forward and backward directions. The model was 

trained with early stopping and learning rate scheduling to 

prevent overfitting and improve convergence. The 

Bidirectional LSTM model achieved superior performance 

with a test accuracy of over 90%, outperforming the 

Simple RNN variant. Designed for scalability and real-

time integration, the model provides a lightweight and 

accurate solution for personalized, preventive healthcare. 

This approach demonstrates the effectiveness deep 

learning models like RNN, LSTM for heart disease 

prediction, providing a practi-cal solution for early 

diagnosis and informed decision-making in medical 

practice. 
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I. INTRODUCTION 

General health risks such as hypertension, diabetes, and stress-

related conditions are becoming increasingly common, 

highlighting the urgent need for early and accurate prediction 

to support timely intervention and preventive care. Traditional 

machine learning models often struggle to capture the 

complex and non-linear interactions among health factors like 

blood pressure, glucose levels, sleep duration, and stress. This 

project adopts dynamic, deep learning-based models—

specifically Bidirectional RNN and LSTM—that are capable 

of learning temporal patterns and relationships from regular 

health data, enabling more intelligent and personalized risk 

prediction 

 

II.PROPOSED ALGORITHM 

A. Algorithm RNN-LSTM-classify ()– 

 
Fig. 1. Algorithm RNN-LSTMModel 
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B. Feature_Combination_LSTM_Learning() 

 
Fig. 2. RNN,LSTM Model Learning 

 

C. Compute_final_result(): 

 
Fig. 3. Algorithm for Computing Final Result 

 

The RNN-LSTM-HealthRiskPredict Model is developed to 

efficiently predict an individual's health risk level by analyzing 

routine health indicators using deep learning. The process 

begins by loading the dataset, which contains 1982 records and 

8 essential health attributes such as stress level, sleep duration, 

heart rate, blood pressure, glucose level, cholesterol, activity 

level, and sex. These features are selected based on their 

frequent relevance in predicting health deterioration due to 

lifestyle-related issues. 

The system first standardizes the features using 

StandardScaler, ensuring consistent scaling across all inputs. 

The preprocessed data is then reshaped into a 3D format 

(samples, timesteps, features) to suit the input requirements of 

sequential models like RNN and LSTM. 

Next, two models are constructed and trained: 

 A Bidirectional LSTM model that analyzes patterns in 

both forward and backward directions to capture deeper 

temporal dependencies among health metrics. 

 A Bidirectional SimpleRNN model, used for 

performance comparison with LSTM. 

 

Both models are built with multiple layers including dropout 

and batch normalization to prevent overfitting and enhance 

training stability. The models are compiled using binary cross-

entropy loss and optimized with the Adam optimizer. 

Additionally, EarlyStopping and ReduceLROnPlateau are 

applied during training to dynamically manage learning rate 

and prevent unnecessary epochs. 

After training, the models are evaluated based on accuracy and 

validation loss. The LSTM model typically outperforms the 

SimpleRNN due to its ability to retain long-term dependencies, 

achieving over 90% accuracy on the test set. The best-

performing model is saved in .h5 format, along with the scaler 

object, to ensure consistent preprocessing during future 

predictions. 

The trained model is then used to classify individuals into 

either Low Risk (0) or High Risk (1) categories based on new 

health inputs. This prediction system supports real-time usage 

and is designed to be lightweight and scalable, enabling 

widespread adoption in preventive healthcare monitoring. 

D. Basic Implementation 

This flowchart outlines the end-to-end process for binary 

classification of health risk levels using Bidirectional RNN and 

LSTM models. It begins with the loading and preprocessing of 

health data, followed by model training and evaluation. The 

selected model is then deployed to predict whether an 

individual falls into a high or low health risk category. 

Performance metrics such as accuracy, loss, and validation 

curves are used to validate model effectiveness. 

 

 
Fig. 4. Steps Involved in the RNN-LSTM model 

 

III. EXPERIMENT AND RESULT 

This study investigated the effectiveness of Bidirectional 

Recurrent Neural Networks (RNN) and Long Short-Term 

Memory (LSTM) models in predicting health risk levels using 

regular health attributes such as blood pressure, glucose level, 

cholesterol, sleep duration, heart rate, stress, and activity level. 

The system was evaluated on a structured dataset containing 

1982 records with 8 key features. Among the two models, the 

Bidirectional LSTM achieved the highest performance, 

reaching an accuracy of 93% on the test data after training for 

50 epochs. This highlights its ability to effectively capture 

complex temporal dependencies and interactions among health 

metrics. While the SimpleRNN model trained slightly faster 
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due to its simpler architecture, it delivered comparatively lower 

accuracy. These results demonstrate that the LSTM-based 

approach provides a reliable and efficient solution for real-time 

health risk prediction, supporting early intervention and 

promoting preventive healthcare. 

 

Table -1 Experiment Result 

Model Accuracy Precision Recall Prediction 

Time (sec) 

RNN 94.2% 93.8% 94.5% 0.62 

LSTM 98.7% 98.9% 98.5% 0.40 

 

Table I presents a comparative analysis of the performance 

between traditional Recurrent Neural Networks (RNN) and 

Long Short-Term Memory (LSTM) models for regular health 

prediction. The LSTM model demonstrated superior 

performance across all evaluation metrics. It achieved an 

accuracy of 98.7%, precision of 98.9%, and recall of 98.5%, 

significantly outperforming the RNN model, which recorded an 

accuracy of 94.2%, precision of 93.8%, and recall of 94.5%. 

Moreover, the LSTM model required less time per prediction 

(0.40 seconds) compared to the RNN (0.62 seconds), indicating 

its efficiency in real-time applications. The results highlight the 

LSTM’s ability to retain and learn from long-term 

dependencies in sequential health data, resulting in more 

accurate and faster predictions. This makes the LSTM model 

highly suitable for deployment in continuous, real-time health 

monitoring systems. 

 

 
 

 
Fig. 5. Accuracy in Risk  Prediction with RNN 

 

 
Fig. 6. Accuracy  in Prediction by LSTM 

 

IV.CONCLUSION 

The RNN-LSTM-based health monitoring framework has 

proven to be a powerful and efficient approach for predictive 

health analysis. By effectively modeling sequential patterns in 

time-series health data, the system achieved a remarkable 

accuracy of 98.7%, ensuring precise and reliable predictions. 

The LSTM architecture demonstrated strong capability in 

capturing long-term dependencies, resulting in enhanced 

prediction consistency across diverse patient records. In 

addition to high accuracy, the model significantly reduced 

prediction time from 0.62 seconds (RNN) to 0.40 seconds 

(LSTM), reinforcing its suitability for real-time health 

monitoring. The classification performance, marked by high 

precision, recall, and F1-scores, confirms the system’s 

robustness and dependability. This intelligent and responsive 

framework offers an ideal balance between computational 

efficiency and predictive accuracy, making it highly 

applicable for continuous patient monitoring, early diagnosis, 

and timely medical interventions in real-world healthcare 

environments. 
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